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Abstract

Heart rate (HR) dynamics in response to workout intensity measure key aspects
of an individual’s fitness and cardiorespiratory health. Models of exercise physi-
ology have been used to characterize cardiorespiratory fitness in well-controlled
laboratory settings, but face additional challenges when applied to wearables in
noisy, real-world settings. Here, we introduce a hybrid machine learning model
that combines a physiological model of HR during exercise with complex neu-
ral networks in order to learn user-specific fitness representations. We apply this
model at scale to a large set of workout data collected with wearables and show
that it can accurately predict HR response to exercise demand in new workouts.
We further show that the learned embeddings correlate with traditional metrics
of cardiorespiratory fitness. Lastly, we illustrate how our model naturally incor-
porates and learn the effects of environmental factors such as temperature and
humidity.

1 Introduction

An increase in development of wearable technologies has given individuals the power to track and
monitor their overall health and well-being through daily activities. This leads to significant potential
for machine learning (ML) models to uncover correlates of human health from wearable signals [1].
Previous work has shown success in a variety of applications from clinical monitoring tools to fitness
and activity planners [2]. In the clinical domain, modern ML methods show strong predictive power
for cardiovascular events from wearable data [3–5], they are successfully used in population disease
surveillance [6, 7] and monitoring [8]. Wearable measures can also be predictive of overall health
conditions that can be measured by different lab test [9]. These works clearly demonstrates that
wearable data is a rich source of information that can provide insight into individual’s overall health.

In this work, we introduce a scalable model that learns representations of health of an individual
from the workout profiles gathered using wearable devices — step count, speed, elevation change,
and heart rate. These personalized representations capture the response of heart rate to activity and
are therefore representative of an individual’s fitness and cardio-respiratory health. We introduce a
personalized physiological model of heart rate (HR) based on ordinary differential equations (ODEs)
that uses neural networks and representation learning to estimate user-specific parameters. We show
that our personalized representations and model can accurately estimate the heart rate profile in
response to a workout, by simply using an individual’s workout history. Unlike most existing work
in the literature that perform short term HR prediction [10, 11], our method can predict the full
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HR trend of a workout of up to 2 hours, even for those workouts the subject has yet to experience.
This can be used in a variety of applications for personalized workout planning, and estimating HR
zones or calories burned during a workout; furthermore, it shows that the representations summarize
meaningful health information that well characterizes the HR response to a workout. To further
investigate this, we show that the learned representations correlate well with traditional metrics of
cardiorespiratory fitness.

2 Method

Study design and participants Our study uses workout measurements contributed to the Apple
Heart and Movement Study [12] (AHMS). We analyze 270, 707 outdoor runs from 7, 465 subjects
enrolled between 2019 and 2022. The AHMS provides the heart rate during each workout as well as
four measures of the exercise intensity: speed from the pedometer and from the GPS, step cadence,
and elevation gain. The sensor measurements are interpolated on a 10 seconds grid to form, for each
workout w, a heart rate time-series HR(w) ∈ Rd and a multivariate time-series of exercise intensity
I(w) ∈ R4×d; where d is the duration of the workout. The workouts that we analyze are between 15
and 120 minutes long and also contains the weather information W (w) at the time of each workout.

Heart rate dynamics state equation. Several papers in sports physiology [13–16] have studied
heart rate dynamics in response to exercise using ordinary differential equations (ODEs). These
approaches translate the physical mechanisms of the human body into differential equations in order
to incorporate domain knowledge in the modeling. This is an appealing method to build interpretable
and ultimately trustworthy heart health models. The common approach introduces the body oxygen
demand D as an intermediary quantity to link the exercise intensity I and the heart rate HR through
the coupled ODEs: Ḋ(t) = B · (f(I(t))−D(t)) ,

ḢR(t) = A · (HR(t)− HRmin)
α · (HRmax − HR(t))β · (D(t)− HR(t)),

HR(0) = HR0 and D(0) = D0.

In this dynamical system, f is a function translating the instantaneous activity intensity I into the
necessary oxygen demand for I . The top equation attempts to match the current body oxygen
demand D with the instantaneous demand f(I). Parameter B controls how fast D adapts to f(I).
At the same time, the second equation drives the heart rate HR toward the pace required to deliver the
demand D. Parameter A controls how fast the heart can adapt while the part with HRmin,HRmax,
and α, β controls how difficult it is to reach the maximal heart rate or to rest down to the minimal
heart rate.

To learn the parameters of this ODE, previous studies have limited their data collection to controlled
laboratory environments on rarely more than ten individuals, and limited the form of f(I) to simple
functions. In this paper, we extend the ODE method to large scale uncontrolled environments and
use it to model workout data from wearable devices.

Personalized large-scale heart rate model. A large scale study allows us to identify correlations
between the ODE parameters across individuals and examine their evolution over time. Because
these parameters capture the heart rate response to exercise, they are summarizing the fitness level
and cardio-respiratory health of the subjects. In order to capture this information, we form a hierar-
chical model that relates the ODE parameters together.

We assume that the health state of individual i at date T can be represented by a low dimensional la-
tent vector zi,T ∈ Rℓ. Then, we make each ODEs parameter a function of this representation. Each
parameter’s function, as well as function f , are learned as neural networks. Finally, we refine the
physical model to incorporate the effect of weather W = (temperature, humidity) into the demand
equation, as well as the fatigue incurred over time t during workout. For instance, higher temper-
atures induce a higher oxygen demand [17]. We also parametrize these effects by neural networks
g(W ) and h(t). For health state z and intensity t 7→ I(t), the heart rate response in weather W is
governed by: Ḋ(t) = B(z) · (f(I(t), z) · g(W ) · h(t)−D(t)),

ḢR(t) = A(z) · (HR(t)− HRmin(z))
α(z) · (HRmax(z)− HR(t))β(z) · (D(t)− HR(t)),

HR(0) = HR0(z) and D(0) = D0(z).
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Figure 1: Examples of two HR predictions. The x-axis indicated time since the beginning of the
workout and the Y-axis shows subject’s instantaneous heart rate (beats per minute).

Inference of a large-scale heart rate model. In order to infer the user’s health representations
outside of the training set, and be able to study the evolution of a user’s health over time to use the
ODE model to predict future unobserved heart rates, we employ an amortized auto-encoder schema
that concatenates user i’s workout history up to T and encodes it into a health representation zi,T .

zi,T = e
(
HR(0), I(0)..., I(w

∗)HR(w∗)
)
, where w∗ is the last workout before date T.

The encoder e is a convolutional neural network (CNN) with adaptive average pooling to accept vari-
able input length. The ODE is solved using the Fourth Order Runge-Kutta method [18], such that it
yields an HR solution that is differentiable against its input parameters. For training, we chain up the
representation encoding with CNN followed by the heart rate ODE decoding and compute the Gaus-
sian likelihood to form an objective function on which we run gradient descent. In practice, we sub-
sample batches or portions of workouts and use stochastic gradient descent. The gradient updates si-
multaneously learn the representation encoder, and all the ODE internal neural networks parameters.

3 Results
Heart rate profile forecasting. The representation zi,T estimated using an individual’s workout
history can be used to predict the heart rate in future workouts. We measure the accuracy of heart
rate prediction on workouts that were held-out for each subjects. Figure 1 shows two examples
comparing the true heart rate to the heart rate estimated using our model. Note that for predicting
HR for workout w happening at date T , our model only uses the workout intensity measures of that
sample I(w) and the health representation zi,T – coming from encoding the previous workouts; i.e.,
no HR measurements HR(w) are ever observed by the model for making the predictions.

We compare the prediction performance of our model with a seq-to-seq deep model with similar
modeling capacity and as a reference, a simple heuristic that predicts the HR as the mean of the
subject-level historical HR observations. Table 1 shows the performance across these baselines and
our model outperforms powerful deep recurrent models by a significant margin. We also measure
the performance of our model in estimating the HR after the first 2 minutes of the workout. Indeed,
it is difficult, if not impossible, for a model to predict the heart rate at the beginning of a workout.
The initial heart rate depends on the user’s activity prior to the workout, which is unobserved and
unpredictable. Conversly, we hypothesize that the heart rate after two minutes can be explained by
the user’s activity in the first two minutes, that we observe.
Calories estimation. Estimating the calories burned during exercise can be accurately done using
heart rate measurements during the workout with a linear formula [19]. This is useful for planning

Table 1: Heart rate reconstruction performance
Model MAE (bpm) Relative Error (%)

Our method 8.86 ± 4.54 5.0 ± 3.1
Our method (after 2 minutes) 6.88 ± 4.3 4.7 ± 3.2
Seq-to-Seq 12.81 ± 7.39 8.7 ± 5.0
Subject-level mean 16.38 ± 8.66 11.3 ± 7.8
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Table 2: Predictive performance of heart rate zones
Population cohort Full cohort Female individuals Male individuals

Accuracy 68.11 ± 21.73 67.96 ± 21.91 68.51 ± 21.07

Table 3: VO2Max prediction performance
MSE MAE R2-score Explained variance

Demographics only 30.53 ± 0.09 4.36 ± 0.006 0.36 ± 0.002 0.36 ± 0.002
ODE representations 16.2 ± 0.11 3.07 ± 0.01 0.66 ± 0.002 0.66 ± 0.002
Both 8.9 ± 0.10 2.16 ± 0.007 0.81 ± 0.003 0.81 ± 0.003

workouts based on calories burn goals and even more useful in cases where individuals are not
wearing a wearable device that records heart rate. Our method can reliably estimate the amount
of calories burned with 5% relative error (same relative error as the heart rate reconstruction), only
using workout metrics that can be measured using a smart phone.

Heart rate zones prediction. Exercise heart rate zones are the percentage of an individual’s max-
imum heart rate reached throughout the course of an exercise. Using our physiological model, we
can predict heart rate zones using the workout data. This can help individuals plan personalized ex-
ercise routines to more effectively achieve their fitness goals. We define 6 zones (% intervals [0, 50,
60, 70, 80, 90, 100]) of maximum heart rate, and Table 2 shows the performance of our method on
predicting the HR zone for the whole population, as well as different subgroups of the population.

Quantifying the impact of the weather on heart rate. Leveraging the interpretability of our
ODE model, we analyze the learned neural network g and quantify the relative effect of weather
on the body oxygen demand, this constitutes one of the largest study of this kind (over 270,000
workouts). Figure 2b shows an increase in body oxygen demand by up to 10% in high temperatures
and humidity.

Learning about cardiorespiratory health. To show that our representations summarize informa-
tion about cardiorespiratory health, we use a summary of cardio fitness, VO2max, estimated by
wearable devices. VO2max is the maximum amount of oxygen the body can consume during ex-
ercise, normalized to body mass. This value is estimated using the heart and motion sensors on
wearable devices. Using the health representations zi,t, we aim to predict the estimated VO2max
with a simple linear regression model, and achieve an accuracy of ±3 mL/(kg · min). Table 3 reports
the performance of a linear regression model on the ODE representations only, on demographics
only, or on both. Figure 2a shows a 2D projection of the health representation for different workouts
where we can see the separation of higher and lower values of VO2max.

1.5 1.0 0.5 0.0 0.5 1.0 1.5

1.0

0.5

0.0

0.5

1.0

1.5

2.0

Embedding projections

25

30

35

40

45

50

55

60

VO
2M

ax

(a) PCA projection of health representations z (b) Impact g(·) of weather on the oxygen demand

4



4 Discussion
The increased availability of wearable devices empowers individuals to track their health. Our goal
is to quantify this measure through modelling the heart rate response to workout. We learn represen-
tations that summarize the dynamics of the HR response, and serve as a measure of cardiorespiratory
fitness. This can help track fitness levels over time and aid personalized workout planning; future
work will investigate how such measures can predict changes in cardiovascular health.
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